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The coming day
of fault tolerance

By Wilbur H. Highleyman

A little more than four years ago, my In Depth
series, “Survivable Systems” [CW, Feb. 4-Feb.
25, 1980], appeared in Computerworld. At that
time, Tandem Computers, Inc. offered the only
commercially available fault-tolerant system,
the Nonstop. Now that there are about two
dozen offerings from domestic and foreign man-
ufacturers, it is clear that fault tolerance has

As with memory and languages and
operating systems, fault tolerance
will become a subconscious require-
ment. We just wouldn’t think of build-
ing a system without it.

been accepted as a concept with a future,

It is my guess that within the next 10 years
fault tolerance will be as common as higher
level languages, multiuser operating systems
and megabyte memories.

I first became involved in fault-tolerant sys-
tems in the mid-1960s, when my company at
that time, Data Trends, Inc., built a triplexed
totalizator system for the New York Racing
Association. The system was designed for the
Aqueduct, Belmont and Saratoga racetracks and
used Honeywell, Inc. H200s. Remember them?
They were 6-bit machines designed for commer-
cial data processing.

The system was quickly followed by a net-
work of duplexed Digital Equipment Corp. PDP-
15s acting as the telex switches still used by ITT
World Communications, Inc. The floor of the
Chicago Board of Trade was first automated
with triplexed DEC PDP-8s.

The Sombers Group was later involved with
other systems. One included telex switches for
the British Post Office using General Automa-
tion, Ine.’s SPC-16. Another, the data base man-
ager for the (New York) Daily News editorial
system, used duplexed Prime Computer, Inc.
200s.

All of these fault-tolerant systems were pre-
1976, and all had the following characteristics:

B Each used a homegrown operating system
supporting a fault-tolerant strategy that was
quite specific to the application,

B Each ran as a single processor with a shad-
ow standby that could take over without losing
a transaction (or a call in progress). Triplexed
systems simply provided a third cold standby.

B Memory sizes were small by today’s stan-
dards (16K bytes to 64K bytes).

B All programming was done in assembly
language.

In those days, we built the systems from
scratch and squeezed the last bit of performance

Sequoia's fault-tolerant machine,
to be introduced Sept. 18

Stratus

The Stratus strategy: hardware redundancy
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The Nonstop TXP from Tandem Computers, Inc.
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